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Professional Summary:
· Over 8 years of IT industry experience including 4 years of HealthCare domain encompassing a wide range of skill set with Business system analysis, Data Analysis, Statistics and Machine Learning using R language and Python.
· Experience in extracting gigabytes of data by using SQL queries and performed data mining tasks including handling missing data, data wrangling, Feature Scaling, outlier analysis in python.
· Worked and extracted data from various database sources like SQL Server and CartoDB.
· Strong experience in using Spark Context, SparkSQL, Spark Dataframe, Pair RDD, Koala, Kafka and Hive to create, process and analyze data on HDFS.
· Experience in IBM Mainframe, CICS Services, GDG, VSAM and DB2 database. 
· Experience in protecting sensitive PHI/PII/PFI data elements with Protegrity Mainframe z/OS Protectors i.e. File Protector, Application Protector & DB2 Protector   on Mainframe environments. 
· Experience in Machine Learning, Data Mining with large structured and unstructured data, performed Data Validation, Data acquisition, Data Visualization, Predictive Modeling.
· Constructed multiple Machine Learning models using Python Scikit-learn, Statsmodels libraries and used NumPy, Pandas, SciPy libraries to work with Panda Data-frame, Spark Dataframe, Dictionaries, NumPy-arrays, Tensorflow-arrays and Parquet file.
· Experience in using Statistical procedures and Machine Learning algorithms such as ANOVA, Clustering, Regression and Time Series Analysis to analyze data for further Model Building.
· Experienced working with Supervised Machine Learning algorithms – Linear Regression, Logistic Regression, Decision Tree, Random Forest, Support Vector Machines (SVM), Naïve Bayes, K– Nearest Neighbors.
· Hands-on experience with un-supervised Machine Learning algorithms – Hierarchical clustering, K-means clustering, Probability Clustering, Density-Based Clustering (DBSCAN).
· Experienced using Dimension Reduction Techniques Principal component analysis (PCA), Linear Discriminant Analysis (LDA), Random component analysis, t – SNE & Correlation.
· Implemented Deep Learning Techniques Artificial Neural Networks, Recurrent Neural Networks, Long Short Term Memory (LSTM) network, Autoencoder Neural Networks and Convolutional Neural Networks using TensorFlow, Keras.
· Worked with various text analytics or Word Embedding libraries like Spacy, Word2Vec, Count Vectorizer, GloVe, and Latent Dirichlet Allocation.
· Hands-on experience on DL Techniques Back Propagation, Choosing Activation Functions, Weight Initialization based on Optimizer, and Exploding Gradient Problems, Using Dropout, Regularization and Batch Normalization, Gradient Monitoring and Clipping Padding, Striding and Max pooling.
· Excellent performance in Model Validation and Model Tuning with Model selection, K-ford Cross-validation, Hold-Out Scheme and Hyperparameter tuning by Grid search.
· Implemented various statistical tests like ANOVA, A/B testing, Z-Test, T-Test for various business cases.
· Experienced with Rstudio library for data visualization using tools like ggplot2, dplyr, Seaborn, Tableau and using Tableau software to publish and presenting dashboards, storyline on web and desktop platforms.
· Knowledgeable of Apache Hadoop Architecture and various components such as HDFS, MapReduce concepts and ecosystems including Hive and Spark.
· Experienced on Software Development Life Cycle (SDLC) including Requirements Analysis, Design Specification, and Testing as per Cycle in both Waterfall and Agile methodologies.
· Experienced in working different file formats like JSON, CSV, XML, DAT, RDD, PARQUET in Anaconda Navigator, Visual Studio code, Jupyter Notebook, Colab, TensorFlow Environment, and Spark on Databricks Platform. Experience in using Git and GitHub for source code management.
· Experienced in designing and deploying AWS solutions using EC2 and SageMaker.
· Knowledge of development and deployment of machine learning algorithms & AI system to drive real-time monitoring, forecasting, personalization, and recommendation using Python and Spark.
· Good interpersonal skills and ability to work as part of a team with Strong analytical and problem-solving skills.
Education

· Masters in Science, Business Analytics (MS-BA), University of Dallas Texas (2020)

· Bachelors in Business Administration, Finance (BBA), Kardan University (2013)

· Diploma in Business Administration, Finance (DBA), Kardan University (2008)

TECHNICAL SKILLS: 
	Languages
	SQL, Python and R programming

	Data Visualization
	Tableau or Power BI, MatplotLib, Advanced Ms. Excel, Seaborn, Plotly, Altair, R libraries- ggplot, Shiny package

	Packages
	Pandas, NumPy, SciPy, Scikit-learn, Matplotlib, Seaborn, NLTK, Tensor Flow, Keras

	Databases
	DB2, SQL Server, MySQL, PostgreSQL, CartoDB, Hive, Happybase, Data Lake

	Mathematical Skills
	Statistics, Linear Algebra, Probability

	Statistical Methods
	Hypothetical Testing, A/B Testing, Exploratory Data Analysis (EDA), Confidence Intervals, ANOVA, Principal Component Analysis (PCA), Chi-square test, Correlation Analysis, Maximum Likelihood Estimation

	Machine Learning
	Linear/Multiple Regression, Logistic Regression, Naïve Bayes, Gaussian Mixture Model,z Decision Tree, Support Vector Machine, Hierarchical clustering, K-Means Clustering, Linear Discriminant Analysis (LDA), Adaptive Boosting, Gradient Descent Boosting, Random Forests

	Machine Learning Techniques:
	Principal Component Analysis (PCA), Single Value Decomposition (SVD), Data Standardization Techniques, L1 and L2 regularization, Grid Search, KL Divergence, Cluster Analysis, Tree classifiers, Ensemble Methods, Feature Selection and Feature Engineering, Resampling Techniques like Bootstrap, Synthetic Minority Oversampling Technique (SMOTE), Cross-Validation Methods(K-fold)

	Deep Learning
	Keras, TensorFlow, Convolutional Neural Network (CNN)/Recurrent Neural Network (RNN), Word2Vec, lda2Vec, Sentiment Analysis, Back Propagation Through Time, Chain Rule, Choosing Activation Functions, Drop Out, Optimized weight Initializations, Gradient Monitoring and Clipping, Batch Normalization, Max Pooling.

	Big Data Technologies
	IBM Mainframe, CICS, HDFS, MapReduce, Spark (PySpark, SparkML, SparkSQL, Spark streaming), Scoop, Flink, Kafka, Databricks platform, Quantopian platform

	Cloud Services
	AWS EC2, Docker, Google Cloud Platform


Professional Experience: 
Wipro, HealthPlan Services (CST-HPS)



            
      

September 2021 to Date
Role: Data Engineer/IT Business System Analyst
      

HealthPlan Services delivers a best-in-class administrative technology platform and consumer engagement services to Payers and agents across the public exchange, private exchange and off-exchange individual markets. HealthPlan Services stands at the forefront of the health insurance industry, providing exchange connectivity, administration, distribution and technology services to insurers of individual, group, voluntary and association plans, as well as valuable solutions to thousands of brokers and agents nationwide. 
Responsibilities:
· Responsible for un-assigned ServiceNow ticket que for Online Services (OLS), ServiceLink, Billing and Finance HPS CST L1 & L2 tickets for different health care companies/Stakeholders. i.e. Molina, Cigna, Humana, HCSC, Beazley, Florida Blue, Liberty, Kaiser and Christus. 
· Interact with stakeholders i.e. Molina, Cigna, Humana, HCSC & etc. to understand business objectives and translate into technical requirements.
· Complete the CST ServiceNow tickets initial analysis and confirm the defect meets the HPS CST issue acceptance criteria i.e. Is the reported issue is an IT infrastructure issue or member’s Health care data issue? If yes, Is the issue caller attaching enough evidence to prove the issue/problem exists with the member’s health care data in the Systems, Servers, Applications, and portals?  Is the caller provided the use-case scenarios, member’s case number, member’s CIM number etc. associated to the issue for triage. 

· Conduct live triage calls/meetings with defect caller/Stakeholders to better understand the IT infrastructure and Health care data defects/issue and gather relevant info for the HPS CST Systems, Servers Applications’ Architects and System Developers to triage the issue and plan for best possible solution/Fix. 

· Develop Root Cause description, Business Code Fix description, Impacting Scenario description at the end point user for testing unit.
· Develop and maintain dashboards in ServiceNow and visualizations of key performance metrics using Tableau/Power BI and value drivers for management and Online Services (OLS), ServiceLink, Billing-Finance, Business Rules and Exchange link team leads. 
· Assist Dev Ops team with building workflows (ETL pipelines) for Kaiser. 
· Assist Developers while deploying code fix, service restoration in SIT, UAT regions for testing and in PROD. 

· Extract, interpret, and validate members Health care data of various types and sources, identifying patterns, correlations, and anomalies along the way.

· Assist Developers while deploying code fix, service restoration in SIT, UAT regions for testing and in PROD. 
· Develop initial impact list using advanced SQL queries and Advanced Ms. Excel and make sure for the solution and service restorations.

· Test and validated the impact lists (Large Datasets) before implementing service restorations for the impacted members. 

· Tested and validated code fix deployed in the UAT and PROD regions using IBM mainframe, Java and client’s portal. 

· Communicate and present analysis, triage, and the fix to the audiences of various technical backgrounds and scopes of the business and stakeholders. 
Environment: Tableau/ Power BI, Advanced Ms. Excel, SQL, IBM Mainframe, VSAM File, DB2 Server, GCP Server. And, different portals i.e. ServiceLink, ServiceNow, Web Gateway Tools, CustServ (CSR) and Health plan Members portals. 
NTT Data (Humana Inc.), Dallas TX



            
      

June 2020 to August 2021
Role: Data Engineer/ Technical BA
      

The goal of the DPE (Data Protection Engineering) project is to deliver data protection for PHI/PII/PFI member data w/RBAC & ABAC controls for both onshore and offshore (IT, PSM, and Business) throughout 500 applications in Humana, Inc. 
Responsibilities:
· Conduct discovery sessions for the Proof of Concept (POC), primary requirement gathering session with the SMEs, PSM/SRE team and the business team. And, implementation of the Mainframe DB2 protector, Application Protectors for major Premium Billing System (PBS) and CI-II Humana, Inc. applications.  
· Conduct discovery sessions for the full scope, comprehensive requirement gathering session with the SMEs, PSM/SRE team and the business team for Premium Billing System (PBS).
· Developed comprehensive Discovery Document for Humana, Inc.’s Premium Billing System (PBS) with the data flow logical architectures with the 360-degree view of the sensitive PHI/PII/PFI data elements flow across the system.

· Identified risks, constraints, and design consideration across the PBS System Mainframe, CICS services and Database interfaces for Humana, Inc.
· Developed comprehensive Solution Design Discovery document for Humana, Inc.’s Premium Billing System (PBS) with the sensitive PHI/PII/PFI data elements protection mechanism/method based on Protegrity z/OS mainframe File, Application, DB2 Protectors for batch, IBM CICS Services, DB2 Database interfaces.
· Identify actors and use-cases for Solution Design Document using Protegrity data protection solution from the requirements and prepared future state diagrams, Business Process Flow, Activity Diagrams and Workflow Diagrams to understand the interaction between actor and the system using MS Visio. 
· Walk through the Discovery and Solution Design document with the Application team, Business team and the Data protection engineering leadership. 

· Build data workflows (ETL pipelines). 
· Lead migration initiatives and provide expertise on AWS services and best practices.
· Conduct comprehensive analysis and design for clients’ current architecture and infrastructure.
· Develop and implement migration plans, ensuring minimal disruption to existing operations.
· Collaborate with cross-functional teams to integrate AWS solutions into client businesses.

· Actively participating in Product Backlog/Refinement meeting, Sprint planning, Daily Scrum, Sprint review and Sprint retrospective meetings. 

Environment: IBM Mainframe, CICS, GDG, VSAM, DB2 Database and Protegrity Protectors i.e. z/OS mainframe File, Application, DB2 Protectors.
ANB Sourcing (Fidelity Investments), Dallas, TX



            
      
Feb 2019 to July 2020
Role: Data Engineer
      

Goal of this project is to identify mobility and patterns for urban policymakers, with its implications for a range of urban policy issues such as public transit planning and traffic management, and to demonstrate the value of cell phone trace data as a tool for city planners on human mobility at a granular spatial and temporal degrees while overcoming some of the limitation of traditional data source such as surveys. The project implements data processing and validation for over 36 billion GPS pins data for four major US cities using Descriptive data analysis, Network Analysis and Clustering Models
Responsibilities:
· Reviewed business requirements to analyze and validate the data sources and worked closely with the business analysts, data vendors to understand business objectives
· Involved in a series of data validation phases to tackle the GPS data quality issue in terms of device signal drifting, location spoofing, duplication effects and define the granularity level of data output
· Initially Analyzed the data provided in the form of data sets using SQL queries on CartoDB 
· Performed data cleaning, feature scaling, feature engineering using sample data, and develop strategic uses of data by Python libraries like NumPy, Pandas, SciPy, Matplotlib, Scikit-Learn
· Treated missing values and outliers with several techniques Boxplots, Interquartile Range, Z-Score, DBSCAN, and performed resampling to handle the issue of imbalanced data
· Performed Exploratory Data Analysis (EDA) to categorize and organize data based on device GPS track observation like pings number, origin, destination, date, time period, type of modal, duration and municipal regions.
· Generate temporal source-sink mapping and inter-city comparative analysis for the GPS Track Origin-Destination pairs data 
· Utilized Spark framework to import large from HDFS to Hive, and deployed results in Hive Table using the HiveQL to extract the number of commuters per day and duration on the internal dashboard.
· Performed Anomaly Detection in the form of spatial-temporal location which gives the information about commuter whereabouts for instance at which time the commuter approached the unusual locations, other than work address or home address.
· Involved in commuter segmentation based on their demographic characteristics like population, census tract region, median household income, and applying Clustering algorithms to group the customers based on their similar demographic patterns
· Extract location data related to client cases from resources to train the machine learning algorithm with hierarchical clustering based on origin, destination, and commute mode. 
· Built the network analysis model to identify spatial-temporal hotspots, in-degree centrality, and created the K-means clustering model based on inbound and outbound volumes for those four cities.
· Performed Multinomial Logistic Regression, Random Forest, Decision Tree, SVM and other ML classification models based on client’s demand and report to the client and team manager on a regular basis.
· Applied different dimension reduction techniques principle component analysis (PCA), Correlation, VIF/Multicollinearity and t-stochastic neighborhood embedding (t-SNE) on feature matrix.
· Used Cross-validation technique (K-fold) to increase the model performance and worked with hyperparameter tuning methods like Grid Search & Ensemble methods for better accuracy
· Visualized results using Matplotlib, Seaborn, Plotly libraries of Python and used Tableau to present results on dashboards for team members, client form public sector and private agency
· Provided web development and data visualization using HTML, Bootstrap CSS, JavaScript with d3 and MapboxJS
Environment: Window 10, Machine learning, Spark SQL, SQL, CartoDB,Python(Scikit-Learn/SciPy/NumPy/Pandas/SodaAPI/Matplotlib/Seaborn/Geopandas/Fiona), Tableau, GitHub, Jupyter Notebooks, HTML, CSS, JavaScript
Argo Labs, NYC, NY




     
Nov 2017 to Jan 2019
Role: Data Engineer
The project is to focus on building, operates and maintain data infrastructures for the public sector, through its unique public data collaboratives model. I work on three mini-projects about data mining, machine learning and data visualization projects focusing on extracting quantifiable patterns and findings from Government, NGO, Public Media and Individuals through their official GitHub projects, newspaper, and Social Media. The project implements by data scraping using Python, Machine Learning Algorithms using Natural Language Process (NLP) and provide a real-time social media data visualization application using HTML, CSS, JavaScript, and d3 as the frontend, with backend hosted on Google Cloud Platform for the data ETL processing run on Twitter API using python NLP packages for keyword tapping sentimental analysis.
Responsibilities:
· Involved in all phases of data acquisition, data collection, data cleaning using BeautifulSoup, Selenium, PyGithub API, and Scrapy to collect over 43000 Government and NGO’s GitHub Repositories data, 23000 full articles from VOX website, and over 10-gigabyte data from NYC open data portal
· Performed Exploratory Data Analysis (EDA) and data report related to data privacy and ethics per request on clients
· Performed Time Series Analysis on Selected Github Projects 
· Involved in various pre-processing phases of text data Tokenization, Stemming, Lemmatization and converting the raw text data in the full-text article using Gensim, the Natural Language Processing Python Package 
· Involved in removing the stop words, with extended customized input words, and convert text data into the Document-term Matrix based on the bag-of-words using Natural Language Tool Kit (NLTK) Python Package.
· Extract text data related to customer cases from resource given by the client to train machine learning model with Word Segmentation, keyword tagging, and frequency value.
· Performed Topic modeling to select the classes(topics) out of all bag of words using Gensim Doc2bow with non-negative matrix factorizaion
· Performed Topic Modelling using Latent Dirichlet Allocation (LDA) Model with Term frequency-inverse document frequency (TFIDF) by classifying sample input documents
· Generated interactive visualization using pyLDAvis for intertopic distance map and frequency histogram on selected topics from clients
· Applied K-means clustering, Probability Clustering, Density-Based Clustering (DBSCAN) model and visualized output with dimension reduction methods principle component analysis (PCA) and t-stochastic neighborhood embedding (t-SNE)
· Constructed Real-time Twitter Data Streaming Using Kafka, Flink on Spark, Twitter API and Tweepy Package
· Geo-tagged real-time tweets and preprocessed data using NLP Package spaCy from lemmatization and TextBlob for sentiment analysis
· Built alternative data connection between Google Cloud Platform with Front-end data portal using Websocket.
· Created a test environment by deploying the Docker image for python and packages in Google Cloud instance
· Created Front-end Visualization Website using HTML, CSS, JavaScript and Javascript Library like d3, MapboxJS, and CrossfilterJS.
Environment: Mac OS, Window 10, Linux, Google Cloud Platform, Docker, Python, Python (Matplotlib, Numpy, Pandas, Sci-kit Learn, Tweepy, BeautifulSoup, Selenium, PyGitub, Scrapy), NLP (Gensim, NLTK, LDA, spaCy, TextBlob), Machine Learning, Tableau, HTML, CSS, JavaScript (d3, Bootstrap, MapboxJS, Crossfilter)

