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SUBRAHMANYAM PULIVARTHI
Senior Hadoop/Big Data Engineer                                                            
      


PROFESSIONAL SUMMARY:
A skilled and accomplished Big Data Developer with over 8+ years of experience designing, developing, and implementing complex Big Data solutions in both AWS and Azure cloud environments. Proficient in developing and deploying data processing and analytics solutions using Hadoop, Spark, and a wide range of cloud-based services and tools such as EMR, S3, RDS, EC2, Redshift, Glue, HDInsight, Azure Data Factory, and Azure Databricks. Possesses a deep understanding of data warehousing, data modeling, and ETL processes, and has a proven track record of optimizing and tuning Big Data systems for maximum performance and reliability. Demonstrated expertise in collaborating with cross-functional teams, communicating complex technical concepts to non-technical stakeholders, and delivering high-quality solutions on time and within budget. A results-oriented professional committed to staying up to date with emerging technologies and trends in both Big Data and cloud computing.
· Proven track record of successfully leveraging Apache NiFi to streamline and automate complex data ingestion, transformation, and routing processes. Extensive experience in architecting scalable and robust data pipelines using Apache NiFi, enabling efficient data flow and ensuring data integrity and security. 

· Proficient in configuring and optimizing Apache NiFi for real-time streaming data processing, batch data processing, and data enrichment, resulting in improved operational efficiency and faster insights. Strong expertise in integrating Apache NiFi with various data sources and systems, including databases, APIs, messaging systems, and cloud platforms, ensuring seamless data integration and interoperability. 
· Skilled in designing and implementing data quality checks, validation rules, and data transformation functions within Apache NiFi to ensure high data quality and consistency. Demonstrated ability to collaborate with cross-functional teams, including data engineers, data scientists, and business stakeholders, to understand requirements and deliver efficient data solutions using Apache NiFi.
· I possess a proven track record of developing and deploying complex applications that efficiently process and analyze large volumes of data. My expertise includes designing and implementing data pipelines, utilizing distributed computing frameworks such as Apache Spark, and leveraging advanced machine learning algorithms to extract valuable insights from vast data sets.
· My expertise includes working with distributed computing frameworks like Apache Spark and leveraging Scala's functional programming capabilities to create scalable and performant data transformations.
· Highly experienced in designing, developing, and deploying data pipelines using Apache Airflow for big data processing and analysis. Strong knowledge of Airflow's web UI and CLI for monitoring and debugging workflows, logging, and metrics.

· Proficient in SAP Data Services (formerly known as SAP BusinessObjects Data Services), a powerful ETL tool used for extracting, transforming, and loading data from various sources into target systems.

· Extensive experience in designing and developing ETL workflows using SAP Data Services to extract data from different databases, flat files, and web services. Strong knowledge of SAP HANA, an in-memory database platform, and its integration with ETL processes using SAP Data Services for high-speed data extraction and transformation.

· Hands-on experience in utilizing SAP Information Steward for data quality management, data profiling, and metadata management within the ETL framework. Skilled in leveraging SAP BW (Business Warehouse) as an ETL tool for data extraction from SAP and non-SAP systems, performing transformations, and loading data into SAP BW data models.

· Experience in optimizing and tuning Airflow for performance and scalability, including leveraging features such as task parallelism and executor types. Familiarity with containerization and orchestration tools such as Docker and Kubernetes to deploy Airflow on cloud platforms such as AWS and Azure.

· I have a strong understanding of the Hadoop ecosystem and have successfully implemented solutions using Hadoop MapReduce and HDFS. I am adept at developing custom ETL solutions using Scala and Apache Spark, leveraging the latest technologies to optimize data processing speed and accuracy.

· I am also skilled in building real-time data processing systems using Apache Kafka, Apache Storm, and Apache Flink. I have experience in building scalable and fault-tolerant systems that process large volumes of data in near real-time.
· I am well-versed in various Python libraries and frameworks, including Pandas, NumPy, SQL Alchemy, and Apache Spark, and have experience in implementing machine learning models using Python-based libraries such as Scikit-learn, TensorFlow, and PyTorch.

· In addition to my technical skills, I possess excellent problem-solving and communication skills, enabling me to collaborate effectively with cross-functional teams and deliver solutions that meet business needs. I am passionate about staying up to date with the latest trends and technologies in the Big Data space and am constantly striving to learn and improve my skills.
Technical Skills
· Big Data Technologies: Hadoop, Spark, Hive, HBase, Cassandra, Kafka, Storm, Flink, NiFi, Flume, ZooKeeper
· SAP: SAP BW, Hana, BODS
· Programming Languages: Java, Scala, Python, SQL, Shell Scripting

· Data Warehousing: Dimensional Modeling, Star Schema, Snowflake Schema, Fact Tables, Dimension Tables, ETL

· Cloud Technologies: Amazon Web Services (AWS), Microsoft Azure, Google Cloud Platform (GCP)

· Database Technologies: MySQL, Oracle, PostgreSQL, MongoDB, Couchbase, CouchDB

· Data Visualization: Tableau, Power BI

· DevOps: Docker, Kubernetes, Jenkins, Git, Ansible, Puppet, Chef

Professional Experience:
Client: US Bank, USA (Remote)
Project: Fraud Detection Analysis (POC)

Implementation: Eficens Systems | Jan 2023 – Present

US Bank is a large financial institution that provides banking services to millions of customers across the United States. As a part of their efforts to mitigate fraud risk, they are interested in analyzing data related to customer transactions and account activity. They have collected a large dataset containing information on customer transactions, including amounts, dates, and locations, as well as customer demographics. They would like to analyze this data to identify patterns and insights that can help them better detect and prevent fraud.
To analyze US Bank's transaction data to identify trends and patterns that can help improve fraud detection and prevention. The analysis should provide insights into the factors driving fraud risk and identify opportunities to improve fraud detection and prevention strategies.
· Led the design and implementation of an end-to-end ETL solution using SAP Data Services for a banking data warehouse, ensuring accurate and timely extraction, transformation, and loading of data from multiple banking systems.

· Set up Apache NiFi to ingest data securely and efficiently from various sources, such as transaction logs, customer information, and external data feeds.

· Implement protocols and mechanisms to handle data ingestion from real-time streaming sources and batch data sources.

· Developed ETL workflows in SAP Data Services to extract customer data from core banking systems, perform data cleansing and transformation, and load the data into a centralized data repository for reporting and analytics purposes.

· Implemented data quality checks and validations using SAP Information Steward to ensure data integrity and accuracy throughout the ETL pipeline, minimizing errors and improving data reliability for downstream analytics and reporting.
· Designed and optimized SAP HANA data models to support efficient data storage and retrieval, leveraging in-memory computing capabilities to enable faster ETL processing and accelerate data access for business users.
· Utilize Apache NiFi's data transformation capabilities to cleanse, validate, and enrich the ingested data.

· Apply data normalization, standardization, and anonymization techniques to ensure consistency and protect sensitive information.

· Integrate Apache NiFi with real-time streaming frameworks, such as Apache Kafka or Apache Flink, to process and analyze incoming data streams in real time.

· Implement streaming analytics to identify patterns, anomalies, and potentially fraudulent activities as they occur.

· Utilize Apache NiFi's data routing and flow control capabilities to direct relevant data to appropriate processing components.

· Configure Apache NiFi to handle batch processing of historical data for in-depth analysis.

· Design and implement workflows to process large volumes of data in parallel using Apache NiFi's distributed processing capabilities.

· Integrate Apache NiFi with other components of the Big Data tech stack, such as Apache Spark or Hadoop, to leverage their processing and analytics capabilities.

· Enrich the data by integrating with external data sources, such as fraud databases, third-party APIs, or public data sources, to enhance fraud detection accuracy.
· Configure Apache NiFi to generate real-time alerts and notifications when suspicious activities or fraud patterns are detected.

· Implement workflow management capabilities in Apache NiFi to handle the processing of flagged transactions, including manual review or automated actions.

· Integrate Apache NiFi with data visualization tools, such as Tableau or Power BI, to create interactive dashboards and reports for fraud analysts and stakeholders.

· Develop visualizations that provide insights into fraud trends, patterns, and key performance indicators.

· Implement monitoring mechanisms to track the performance, throughput, and latency of the Apache NiFi data processing pipelines.

· Optimize Apache NiFi configurations and workflows to ensure scalability, reliability, and efficient resource utilization.
· Implement data governance practices within Apache NiFi to ensure compliance with data protection regulations, privacy requirements, and industry standards.

Client: Comcast, PA.
                                                                         
June 2022 – Dec 2022.
Role: Sr. Big Data Engineer
KLONDIKE - Feature Store providing a unified view of Prospects and Customers (66M Residential and 40M Business) at House, Customer, Device, and Digital levels that provide insights into creating new relationships, improving current relationships, enhancing retention, and driving sales by leveraging data points throughout the customer lifecycle and aggregated using Spark/Map Reduce pipelines to generate monthly and daily AI/ML models.
Responsibilities:
· Worked with a team of 6 data engineers to deliver "Klondike - Feature Store" (single humongous table of 24,000 columns), which acts as the powerhouse for Data Science & ML Models at Comcast.
· Drive through ambiguity while managing competing business priorities and technical challenges & provide timely executive updates/recommendations to the leadership team

· Design, build, and maintain the Klondike feature store by integrating data from siloed 120+ disparate datasets. 

· Design and develop Big Data pipelines involving specialized transformations, complex calculations, joins, and aggregations to generate a consolidated snapshot of the entire Comcast footprint (at daily and monthly levels) using Apache Spark and NoSQL databases. 

· Experience in designing and implementing data pipelines using Apache Airflow, a platform to programmatically author, schedule, and monitor workflows.

· Proficient in writing custom operators, sensors, and hooks to integrate with big data technologies such as Hadoop, Spark, and Kafka.

· Developed workflows that handle complex dependencies, retries, and task failures, ensuring the robustness and reliability of the data pipeline.

· Designed and implemented workflows for various use cases, including data ingestion, data processing, ETL, and machine learning.

· Process 4 PB of structured and semi-structured data using large-scale clusters (900-node Horton Works, 570-node Cloudera, and 450-node Kubernetes clusters)

· Developed a fully automated continuous integration system using Git, Jenkins, MySQL, and custom tools: developed in Python and Bash.

· Worked in a DevOps group running in a Docker container with EC2 slaves in Amazon AWS cloud configuration. Also gained familiarity with supporting technologies like Kubernetes, and Mesos.

· Deliver real-time analytics by processing Spark streaming and Kafka to process billions of Set Top Box tune events.
· Optimize the PySpark jobs to run on the Kubernetes cluster for faster data processing.
· Successfully owned and led the evolution of feature store through contemporary technological advancements in computing and Storage (Hadoop to Kubernetes, On-Prem to AWS, MapReduce/Java to Spark/Scala/PySpark, HDFS/HBase to S3/MinIO)
· Standardized the data copy scripts between the different environments.

· Wrote various data normalization jobs for new data ingested into Redshift.
· Architecting and securing the Infrastructure on AWS using EC2, EBS, S3, EKS, Athena, VPC, Cloud Front, Route 53, AWS Firewall (Security Group and NACL) Dynamo DB, Red Shift, RDS, KMS, IAM, ECS, ELB, Cloud Formation, Cloud trail, Cloud watch, SNS.

· Troubleshoot the failed monthly and daily jobs and schedule those jobs to run efficiently.

· Exported the snapshot of the processed data on EMR clusters to AWS native Snowflake environment.

· Working with Terraform key features such as Infrastructure as a code, Execution plans, Resource Graphs, change automation and extensively used Auto-scaling launch configuration templates for launching Amazon EC2 instances while deploying microservices.

· Implemented a 'serverless' architecture using API Gateway, Lambda, and Dynamo DB and deployed AWS Lambda code from Amazon S3 buckets.
· Added new features to Comcast’s KLONDIKE - Feature Store, streamline the execution of the job, and monitor resource availability.

Client: Pilot TravelCenters, NC
                                                                         
Jan 2021 – May 2022
Role: Sr. Big Data Engineer
Responsibilities:
Pilot Flying J is one of the largest truck stop chains in the United States, with over 750 locations in 44 states and six Canadian provinces. The company offers a variety of services and amenities to truck drivers and other travelers, including fueling stations, convenience stores, restaurants, showers, and laundry facilities. Pilot Flying J's business strategy is focused on providing a one-stop shop for truck drivers and other travelers, offering a wide range of products and services that meet their needs. Pilot Flying J is committed to investing in new technologies and innovations that improve the customer experience, such as mobile apps for fueling and payment, online ordering for restaurants, and digital signage for advertising and communication. 

Pilot Flying J wanted to leverage big data to gain insights that can help the company optimize its operations, enhance the customer experience, and increase profitability by implementing Data Collection and Integration from multiple complex source layers to Analyze the data to identify trends, patterns, and insights that can help Pilot Flying J optimize its operations, improve the customer experience, and increase profitability.
The objective of this project is to design and implement a scalable and efficient Big Data ETL solution using Hadoop, Spark, and Apache NiFi to extract data from one API, transform it, and load it into another API specifically tailored for Pilot Travel Centers. The project aims to automate the data export process, ensuring data quality and consistency while optimizing performance.
· Connect to the source API provided by Pilot Travel Centers and establish a secure and reliable connection for data extraction.

· Define the necessary authentication mechanisms and access protocols specific to Pilot Travel Centers' API to ensure data privacy and security.

· Moved data to Big Data Platform, which is a single source of truth for raw transformed data for analytics, reporting, and decision-making.
· Retrieve data from the source API using Apache NiFi's data ingestion capabilities.

· Implement incremental data extraction to efficiently retrieve only the modified or new data since the last export using NiFi.

· Handle pagination and rate limiting to ensure efficient and reliable data retrieval using NiFi.

· Apply necessary data transformations, such as cleaning, filtering, and aggregating, to align the data with the target API's schema and requirements specific to Pilot Travel Centers.

· Utilize Apache Spark for large-scale data processing and transformation tasks.

· Implement data validation and error handling mechanisms to ensure data quality and integrity for Pilot Travel Centers' API.

· Establish a connection with the target API provided by Pilot Travel Centers and define the required authentication and access protocols.

· Transform the transformed data into the appropriate format for the target API specific to Pilot Travel Centers.

· Load the transformed data into the target API, ensuring efficient and reliable data transfer for Pilot Travel Centers.

· Implement monitoring mechanisms to track the progress and performance of the ETL process specifically for Pilot Travel Centers.

· Set up logging and error handling to capture and report any issues or failures during the ETL workflow related to Pilot Travel Centers' API.

· Design the ETL solution to be scalable, allowing it to handle increasing data volumes and processing requirements for Pilot Travel Centers.

· Optimize the ETL workflow to minimize processing time and resource utilization.

· Fine-tune the Spark configuration and utilize distributed processing capabilities to achieve optimal performance specifically for Pilot Travel Centers.

· Document the ETL process, including data flow, transformation rules, and system architecture specific to Pilot Travel Centers' requirements.

· Prepare user guides and technical documentation for future maintenance and troubleshooting.

· Conduct knowledge transfer sessions with the relevant team members at Pilot Travel Centers to ensure a smooth handover and ongoing support.

· Configured and tested Apache NiFi data flow for extracting data from the source API provided by Pilot Travel Centers.

· Spark-based data transformation scripts for processing and transforming the extracted data according to Pilot Travel Centers' requirements.

· Configured Apache NiFi data flow for loading the transformed data into the target API provided by Pilot Travel Centers.

· Monitoring and logging setup for tracking the ETL process specifically for Pilot Travel Centers.

· Comprehensive project documentation, including design documents, user guides, and technical specifications tailored to Pilot Travel Centers' needs.
Nissan Motor Corp, Japan.

Oct 2019 – Dec 2020               
Role: Hadoop developer
                 Nissan Motor Corporation is a multinational automaker headquartered in Japan, with a global presence in over 160 countries. The company produces a wide range of vehicles, from passenger cars to commercial vehicles, and has a reputation for innovation and advanced technology. In recent years, Nissan has recognized the importance of Big Data in driving innovation and improving business operations. The company has launched several initiatives to leverage Big Data and analytics to gain insights into customer behavior, optimize production processes, and improve overall business performance.
                  Nissan has implemented Big Data analytics to optimize its supply chain operations, reducing lead times, and improving delivery times. By analyzing data from its production facilities, logistics providers, and suppliers, Nissan can optimize its inventory levels, reduce transportation costs, and improve overall efficiency. Nissan is investing heavily in the development of autonomous vehicles, which rely heavily on Big Data analytics to navigate roads safely and make decisions in real time. By analyzing data from sensors, cameras, and other sources, Nissan can develop algorithms and machine-learning models that enable its autonomous vehicles to operate safely and efficiently.
Responsibilities:  
· Retrieve data from the Nissan Motor Corp API using Apache NiFi's data ingestion capabilities.

· Designed ETL framework and developed a number of packages to Extract, Transform, and Load data using SQL Server, Integration Services (SSIS) into local MS SQL 2012 databases to facilitate reporting operations.
· Ability to apply the Spark Dataframe API to complete Data Manipulation within the Spark session.

· Responsible for estimating the cluster size, monitoring, and troubleshooting the Hadoop cluster.

· Used Zeppelin, Jupyter notebooks, and Spark-Shell to develop, test, and analyze Spark jobs before Scheduling Customized Spark jobs.
· Created the automated processes for the activities such as database backup and SSIS Packages to run sequentially using SQL Server Agent job.
· Querying, creating stored procedures, and writing complex queries and T-SQL join to address various reporting operations and random data requests.
· Developed spark applications in Python (PySpark) on the distributed environment to load a huge number of CV files with different schema into Hive ORC tables.

· Undertake data analysis and collaborated with downstream analytics teams to shape the data according to their requirement.

· Experienced in performance tuning of Spark Applications for setting the right Batch Interval time, the correct level of Parallelism, and memory tuning.

· To meet specific business requirements wrote UDFs in Scala and Store procedures.

· Replaced the existing MapReduce programs and Hive Queries with Spark application using Scala.

· Deployed and tested (CI/CD) our developed code using Visual Studio Team Services (VSTS).

· Participate in code reviews with team members to ensure proper test coverage and consistent code standards.

· Expertise in creating HDInsight cluster and Storage Account with an End-to-End environment for running the jobs.
· Create databases and schema objects including tables, indexes, and applied constraints, connected various applications to the database and written functions, stored procedures, and triggers.

· Wrote complex SQL Queries, Stored Procedures, Triggers, Views, Cursors, and User Defined Functions to implement the business logic. 

· Hands-on experience in developing PowerShell Scripts for automation purposes.

· Created Build and Release for multiple projects (modules) in a production environment using Visual Studio Team Services (VSTS).

· Involved in running the Cosmos Scripts in Visual Studio 2017/2015 for checking the diagnostics.

· Worked in an Agile development environment in sprint cycles of two weeks by dividing and organizing tasks.

Client:  LixiL Group Corporation, Japan.
Employer: Vupico LLC, India




                  
Oct 2017 – Oct 2019
Role: Big data developer
Responsibilities:  LixiL Systems is a global manufacturer of building materials and housing equipment, with a focus on creating products that improve the quality of life for people around the world. The company operates in several segments, including housing equipment, water technology, and building materials. LixiL recognizes the potential benefits of leveraging Big Data analytics to gain insights into customer behavior, optimize production processes, and improve overall business performance. It has a wide range of Source systems including RDBMS like MySQL, Oracle, and SQL Server. It has application feed data and Flat file data streams. The traditional application servers are being maintained on On-prem Hadoop (Hortonworks) clusters, but they are being migrated to AWS cloud services.
· Set up and configure an AWS Cloud environment to host the Big Data solution.

· Utilize AWS services like Amazon EMR for Spark processing, Amazon S3 for data storage, and Amazon EC2 for hosting Apache NiFi and other components.

· Worked on Sqoop jobs for ingesting data from MySQL to Amazon S3.
· Used Spark Dataframe APIs to inject Oracle data to S3 and store it in Redshift.

· Design detailed Migration Plans for workloads from any platform to AWS.

· Configured Apache NiFi data flow for loading the transformed data into the target API provided by LiXiL group.
· Knowledge of migration concepts, sync mechanism (block, Image, File), Sequencing, Application grouping, Migration, and replication jobs, and target blueprints (VPC, Subnets, ELBs, Security Groups, NACLs, etc.)

· Configured and tested Apache NiFi data flow for extracting data from the source API provided by the LiXiL group.

· Process the datasets and apply different transformation rules on top of different datasets.

· Develop AWS centralized logging solutions for security teams to consolidate AWS logs and analyze them to detect incidents, using Elasticsearch Service, CloudTrail, VPC flow logs, and EC2 server logs.
· Strong experience designing AWS Landing Zones that are safe and secure.
· Implementation and documentation of best practices; assessment of new tools and technologies

· Designed Spark Scala job to consume information from S3 Buckets.
· Defined Spark data schema and set up a development environment inside the cluster. Management of Spark-submit jobs to all environments. 
· Monitored background operations in Hortonworks Ambari.
· HDFS Monitoring job status and life of the Data Nodes according to the specs.
· Managed Zookeeper configurations and ZNodes to ensure high availability on the Hadoop Cluster.
· Configured and set up Ranger policy to handle security among the groups.
· Collaboration with the security management to Sync Kerberos with Knox.
· Managed Hive connection with tables, databases, and external tables. Set up ELK collections to all environments and replications of shards.
· Worked one on one with clients to resolve issues regarding Spark jobs submissions. Validate and debug the script between source and destination.
Cyluscreators Software Solutions, India.





Jan 2015 – Sep 2017

Role: Software Engineer
Responsibilities:
· Develop a data set process for data modeling and recommend ways to improve data quality, efficiency, and reliability.

· Developed frontend and backend modules using Python on Django including Tasty Pie Web Framework using Git.
· Recorded the online user’s data using Python Django forms and implemented test cases using pytest.
· Business logic implementation, data exchange, XML processing, and graphics creation have been done using Python and Django.
· Extracted, Transformed, and Loaded (ETL) and Data Cleansing of data from various sources like XML files, Flat files, and Databases and Involved in UAT, Batch testing, and test plans.

· Responsible for writing Hive Queries to analyze the data in the Hive warehouse using Hive Query Language (HQL). Involved in developing Hive DDLs to create, drop, and alter tables.

· Extracted the data and updated it into HDFS using Sqoop Import from various sources like Oracle, Teradata, SQL server, etc.

· Installed and configured Hadoop Map Reduce, Hive, HDFS, Pig, Sqoop, Flume, and Oozie on the Hadoop cluster.

· Implemented Sqoop jobs for data ingestion from Oracle to Hive.

· Managed Azure Infrastructure Azure Web Roles, Worker Roles, VM Roles, Azure SQL, Azure Storage, Azure AD Licenses, Virtual Machine Backup and Recover from a Recovery Services Vault using Azure PowerShell and Azure Portal.

· Working Experience on Azure Databricks cloud to organize the data into notebooks and make it easy to visualize data using dashboards.

· Worked in Developing Spark applications using Spark - SQL in Databricks for data extraction, transformation, and aggregation from multiple file formats for analyzing & transforming the data to uncover insights into customer usage patterns.

· Extract Transform and Load data from Sources Systems to Azure Data Storage services using a combination of Azure Data Factory, T-SQL, Spark SQL, and Azure Data Lake Analytics. Data Ingestion to one or more Azure Services - (Azure Data Lake, Azure Storage, Azure SQL, Azure DW) and processing the data in In Azure Databricks.

· Responsible for estimating the cluster size, monitoring, and troubleshooting the Spark Databricks cluster.

· Utilized Azure HDInsight to monitor and manage the Hadoop Cluster.

· Automated Sqoop incremental imports by using Sqoop jobs and automated jobs using Oozie.

· Worked on various compression and file formats like Avro, Parquet, and Text formats.

· Responsible for creating complex dynamic partition tables using Hive for best performance and faster querying.

· Involved in developing Hive User Defined Functions, compiling them into jars, adding them to the HDFS, and executing them with Hive Queries.

· Developed custom Unix/BASH SHELL scripts for the purpose of pre-and post-validations of the master and slave nodes, before and after the configuration of the name node and data nodes, respectively.

· Implemented compact and efficient file storage of big data by using various file formats like Avro, Parquet, and JSON and using compression methods like GZip, and Snappy on top of the files.

· Exploring with Spark, improving performance and optimization of the existing algorithms in Hadoop using Spark Context, Spark-SQL, Data Frame, and Pair RDDs.

· Worked on Spark using Python as well as Scala and Spark SQL for faster testing and processing of data.

· Extensively used Stash, Bit-Bucket, and GitHub for code control purposes.

· Wrote test cases and analyzed and reported test results to product teams.

· Orchestrate and completely automate the build & deployment process using PowerShell, Release Management Online.

· Configure & Setup Azure Hybrid Connection to pull data from SAP Systems
Education

· Masters in Big Data Analytics & Information Technology from the University of Central Missouri, Warrensburg, Missouri, USA.
· Bachelor of Technology (B. Tech) from QIS College of Engineering & Technology, AP, India.
Certifications:

· AWS Academy Graduate - AWS Academy Data Analytics –

URL: (https://www.credly.com/badges/14a13f05-f2e3-4404-ae89-7b2ade1471ce?source=linked_in_profile)

· Microsoft Certified: Azure Data Engineer Associate 
References: Will be provided upon request.

